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Before starting: creating a SSH key (using Linux)

● mkdir myGoogleKey
● cd myGoogleKey
● ssh-keygen -t rsa -b 4096 -f ./id_rsa

○ The system will create the private key and ask for protecting it using a password. Leave empty for no password. If 
provided, don’t forget the password, it will be asked at login time

○ At the end, two files are created: id_rsa (the private key) and id_rsa.pub (the public key)
○ Keep safe both files as everybody could get access to your virtual instance



Before starting: creating a SSH key (using Win)

● download PuttyGen from https://www.puttygen.com/
● start the tool
● generate a RSA key
● save and keep safe public and private keys

https://www.puttygen.com/


Building a Virtual Instance (used as template)

● Log in https://console.cloud.google.com using 
your institutional email credentials

● Select Compute Engine > Virtual Instances
● Create a new instance having the following 

configuration:
○ name: node1
○ region: us-central1
○ cpu: 2
○ memory: 8GB

https://console.cloud.google.com


Building a Virtual Instance (used as template)

● Create a new instance having the following 
configuration:
○ OS: centos
○ Version: 8
○ Boot Disk: Standard
○ Size: 50GB



Building a Virtual Instance (used as template)

● Using a text editor, open the public key created 
before (id_rsa.pub), copy the content and paste it 
into the right field (Security Tab)

● Take a look at the username assigned to the key 
(which is the same username who created the 
key)

● Let’s select the Create button to build the virtual 
instance.

● The VI is started up straightaway.



Getting an access to the virtual instance

● Using the Dashboard, let’s take a look to the virtual instance. The green button means it is running
● The Virtual Instance is assigned to an external IP. Take note of that and keep in mind that it is going to stay 

the same as long as the virtual instance is left running. After that, the address might change



Getting an access to the virtual instance

● Using your shell, run the following command:
○ ssh -l cuspide -i ./id_rsa 104.197.141.109

● Where:
○ cuspide: is the username showed in the security section
○ id_rsa: is the name of the private key created at the beginning
○ 104.197.141.109: the is virtual instance IP address showed by the dashboard

● If everything went well, you are inside your remote virtual instance. You can see that the prompt is different 
as it is something similar to cuspide@node1



Download and install OpenMPI

● sudo su
● yum install wget
● yum install perl
● yum install gcc
● yum install gcc-c++
● yum install make
● mkdir /usr/local/openMPI
● cd ~
● mkdir openMPI
● cd openMPI
● wget https://download.open-mpi.org/release/open-mpi/v4.0/openmpi-4.0.5.tar.gz
● tar -xvzf openmpi-4.0.5.tar.gz



Download and install OpenMPI

● cd openmpi-4.0.5
● mkdir build
● cd build
● ../configure --prefix=/usr/local/openMPI
● make all install
● exit (getting back to the non-admin user)
● vi ~/.bashrc

○ export PATH=$PATH:/usr/local/openMPI/bin
● ssh-keygen -t rsa -b 4096

● copy public key into .ssh/authorized_keys



The first program



Compiling and running the first application

● vi hostfile
○ localhost slots=4

● mpicc 01.c -o 01.o
● mpirun --hostfile hostfile -np 4 01.o



Create the cluster

● Stop the running virtual instance
● Select and Open the Virtual Instance
● Click on “Create Machine Image” button
● Set “template” as name
● Create the image



Create the cluster

● From Compute Engine > Machine images, select 
the template called as “template” and select 
“Create instance”

● Set the new instance name as node2
● Do the same for node2, node3 and node4



Create the cluster

Start all nodes and note that each Virtual Instance has got its own external IP as well as the Internal IP. This last 
one will be used to connect the virtual instance to each others



Try the cluster interconnection

● Get an access to the first node (node1):
○ ssh -l cuspide -i ./id_rsa 104.197.141.109

● Try to connect using ssh to all other virtual instances using private network:
○ ssh 10.128.0.4
○ ssh 10.128.0.5
○ ssh 10.128.0.6
○ ssh 10.128.0.7

● Modify the hostfile
○ 10.128.0.4 slots=2
○ 10.128.0.5 slots=2
○ 10.128.0.6 slots=2
○ 10.128.0.7 slots=2

● Run the application again
○ mpirun --hostfile hostfile -np 8 01.o


